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Abstract
Purpose  Incidental aneurysms pose a challenge to physicians who need to decide whether or not to treat them. A statistical 
model could potentially support such treatment decisions. The aim of this study was to compare a previously developed 
aneurysm rupture logistic regression probability model (LRM) to other machine learning (ML) classifiers for discrimination 
of aneurysm rupture status.
Methods  Hemodynamic, morphological, and patient-related information of 1631 cerebral aneurysms characterized by com-
putational fluid dynamics simulations were used to train support vector machines (SVMs) with linear and RBF kernel (RBF-
SVM), k-nearest neighbors (kNN), decision tree, random forest, and multilayer perceptron (MLP) neural network classifiers 
for predicting the aneurysm rupture status. The classifiers’ accuracy, sensitivity, specificity, and area under the receiver 
operating characteristic curve (AUC) were evaluated and compared to the LRM using 249 test cases obtained from two exter-
nal cohorts. Additionally, important variables were determined based on the random forest and weights of the linear SVM.
Results  The AUCs of the MLP, LRM, linear SVM, RBF-SVM, kNN, decision tree, and random forest were 0.83, 0.82, 0.80, 
0.81, 0.76, 0.70, and 0.79, respectively. The accuracy ranged between 0.76 (decision tree,) and 0.79 (linear SVM, RBF-SVM, 
and MLP). Important variables for predicting the aneurysm rupture status included aneurysm location, the mean surface 
curvature, and maximum flow velocity.
Conclusion  The performance of the LRM was overall comparable to that of the other ML classifiers, confirming its potential 
for aneurysm rupture assessment. To further improve the predictions, additional information, e.g., related to the aneurysm 
wall, might be needed.

Keywords  Cerebral aneurysm · Risk factors · Hemodynamics · Shape · Prediction · Machine learning

Introduction

Cerebral aneurysms are a common vascular disease occur-
ring in about 2–3% of the overall population [1, 2]. While 
most aneurysms remain asymptomatic and never rupture, the 
event of an aneurysm rupture leads to hemorrhagic stroke, 
which is associated with high mortality and morbidity and, 
consequently, a large economic burden [3, 4]. Increased use 
of diagnostic medical imaging has led to more frequent inci-
dental findings of unruptured aneurysms [5]. The risk that 
is associated with different treatment options to prevent a 
future rupture outweighs the natural aneurysm rupture risk 
of about 1% per year [6]. Therefore, the assessment of a 
patient’s individual aneurysm rupture risk is essential when 
deciding whether to treat an aneurysm or conservatively 
observe it by follow-up imaging.
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To address this challenge, we recently developed and 
evaluated an aneurysm rupture probability model that dis-
criminates between ruptured and unruptured aneurysms 
based on hemodynamic, morphological, and patient-related 
information [7]. The model showed a good predictive perfor-
mance both in the 1631 aneurysms used for model training 
as well as in the 249 aneurysms of two external datasets 
[8]. The developed probability model is a logistic regres-
sion model that had been trained using logistic group lasso 
regression [9]. The aim of the current study was to assess 
whether the prediction could be improved by using other 
machine learning (ML) classifiers that are trained and evalu-
ated on the same datasets as the group lasso model. Addi-
tionally, to identify characteristics of aneurysm with a high 
or low probability of being ruptured, respectively, important 
variables for discrimination between these two classes were 
identified.

Methods

Dataset

For model training and external validation, the same datasets 
as previously used for the probability model were applied 
[7, 8]. Briefly, 1631 aneurysms (492 ruptured) from 1061 
patients in 5 hospitals in the USA, Japan, and Colombia 
were used for model training. The external validation was 
performed with 249 aneurysms (66 ruptured) harbored by 
203 patients in two European hospitals (the AneuRisk data-
set from the Niguarda Ca’ Granda Hospital in Milan [10] 
and the AneuX dataset obtained from the Geneva University 
Hospitals). Computational fluid dynamics (CFD) simula-
tions based on the segmented three-dimensional rotational 
angiography images had been conducted for each of the 
aneurysms using an in-house finite element solver1 [11]. 
Subsequently, the aneurysm hemodynamic environment was 
characterized by 22 parameters describing the flow complex-
ity, temporal stability, surface forces, and inflow strengths. 
Additionally, 25 geometric features were computed captur-
ing the aneurysm size, elongation, and irregularity in shape. 
Both datasets further contained information about the patient 
age and gender as well as the aneurysm location in the cer-
ebral vasculature (see Table 3 in Online Suppl. Material for 
the parameters’ definitions). The detailed description of all 
computed features can be found in [7] and the references 
therein.

Training of classifiers

To compare the previously developed rupture probability 
model to different ML approaches, several classifiers were 
trained on the data of the 1631 aneurysms characterized by 
the 50 features mentioned above. The classifiers included 
k-nearest neighbors (kNN), decision trees, random forests 
(RFs), and support vector machines (SVMs) with linear and 
RBF-kernels [12] as well as a simple multilayer perceptron 
(MLP) with one hidden layer containing 34 neurons with 
nonlinear sigmoid activation functions and two output neu-
rons with a softmax function following [13]. Table 1 shows 
an overview of the different classifiers. For all the classifiers 
but the MLP, certain tuning parameters (see Table 1) were 
determined using fivefold (single) cross-validation on the 
training data and choosing the parameter value that maxi-
mizes the mean area under the ROC curve (AUC) over all 
folds. The grid of tuning parameters is shown in Table 1 
in Online Suppl. Material. For decision trees, RFs, and 
the MLP, the training and evaluation of the classifiers was 
repeated 100 times to account for the stochastic nature of 
these classifiers.

Evaluation

For all six classifiers, the AUCs were evaluated in the train-
ing and test datasets (see Table 1 for the definition of the 
continuous probability measures). Furthermore, the sen-
sitivity, specificity, and accuracy were calculated. For the 
logistic regression model, these metrics had been previ-
ously computed using a threshold for classification of cases 
based on the receiver operating characteristic (ROC) curve 
[7]. Confidence intervals for the AUCs as well as statistical 
comparisons of the ROC curves between different classifiers 
were determined based on the asymptotically exact method 
of DeLong et al. [15] implemented in the pROC R-package 
[16].

Variable importance

A further aim was to identify relevant features for the deter-
mination of the aneurysm rupture status. RFs and linear 
SVMs enable the assessment of the prediction strength of 
each feature in an established and interpretable manner 
based on the weights determining the separating hyper-
plane for the SVM and “feature importance” in case of the 
RF. Here, “feature importance” was defined based on the 
mean reduction of impurity of the tree nodes where the fea-
ture to be assessed is used as the splitting criterion (Gini 
importance) [17]. The larger the reduction of impurity, the 
more the feature reduces uncertainty when classifying an 
aneurysm as ruptured or unruptured and hence the more 

1  Segmentations of the raw 3D-DRA images for the AneuX dataset 
were performed using the Aneufuse platform. Data are stored at the 
Swiss Institute of Bioinformatics and available to the scientific com-
munity by written request at adb@itis.ethz.ch.
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“important” it is. The training of the RF classifier was 
repeated 100 times and the mean Gini indices of reduction 
of node impurity were noted for each of the features. For a 
quantitative comparison of the rankings based on the feature 
importance for each classifier, Spearman’s footrule distance 
(SFD) was computed [18].

All ML-processing was implemented in Python 3.5.3 
using scikit-learn and TensorFlow [19, 20].

Results

Performance of classifiers

Tables 2 and 3 show the accuracy metrics for the differ-
ent classifiers when evaluated in the training and test data, 
respectively. To evaluate the classifiers, the performance in 
the test data is essential. For the purpose of completeness, 
we report the accuracy metrics in the training data as well in 
Table 2. In the test data, the AUC was marginally larger for 
the MLP (0.826, CI [0.768, 0.883]) compared to the group 
lasso (0.824, CI [0.766, 0.882]), followed by the RBF-SVM 
(0.812, CI [0.749, 0.875]), linear SVM (0.805, CI [0.740, 
0.869]), and RF (0.793, CI [0.731, 0.854]). It was notably 
lower for the kNN and decision tree with AUCs of 0.756 
(CI [0.688, 0.823]) and 0.702 (CI [0.626, 0.777]), respec-
tively. ROC curves were significantly different between the 
group lasso and linear SVM (p = 0.02), kNN (p = 0.007), and 

decision tree (p < 0.001) as well as between the RBF-SVM 
and kNN (p = 0.02) and decision tree (p = 0.002), between 
the linear SVM and decision tree (p = 0.004), decision tree 
and RF (p = 0.002) and MLP and decision tree (p = 0.01; see 
Fig. 1 and Table 2 in Supplementary Material).

Based on the default thresholds for classification, the 
accuracy was largest for the linear SVM with 0.791 and low-
est for the decision tree with 0.755. The sensitivity ranged 
between 0.348 (decision tree, specificity of 0.902) and 
0.758 (group lasso, specificity of 0.770), and the specificity 
between 0.770 (group lasso) and 0.925 (RF, sensitivity of 
0.378).

Important variables

For identifying important features based on the weights of 
the linear SVM, the obtained weights were normalized by 
the maximum weight of all features. The features with the 
ten largest relative weight in absolute value are shown in 
Table 4. Figure 2 and Table 3 in Suppl. Material show a 
comparison of the importance of variables based on repeated 
cross-validation for the group lasso model [7], normalized 
weights of the linear SVM, and the normalized Gini impor-
tance obtained from the RF classifier, where a higher rank 
refers to a larger importance (Fig. 2) and the two categorical 
variables were excluded for this comparison. There was no 
clear correlation between the different importance metrics 
for most of the features. However, the L2-norm of mean 

Table 2   Comparison of 
accuracy measures for different 
classifiers in the training data

The tuning parameters were selected based on cross-validation. For the decision tree, RF, and MLP, the 
shown values are the mean ± standard deviation obtained from 100 repetitions of training the classifier

Classifier AUC​ Accuracy Sensitivity Specificity

Group Lasso [7] 0.855 0.786 0.774 0.791
SVM (linear), C = 0.1 0.852 0.817 0.600 0.911
SVM (RBF), γ = 0.0001, C = 1000 0.860 0.823 0.626 0.908
kNN, k = 26 0.839 0.786 0.437 0.937
Decision Tree, max depth = 4 0.821 ± 0.000 0.798 ± 0.000 0.467 ± 0.000 0.941 ± 0.000
Random Forest, max depth = 6, nr. 

of trees = 130
0.939 ± 0.001 0.870 ± 0.003 0.679 ± 0.008 0.952 ± 0.003

MLP 0.873 ± 0.001 0.827 ± 0.002 0.633 ± 0.009 0.910 ± 0.004

Table 3   Comparison of 
accuracy measures for different 
classifiers in the test data

Classifier AUC​ Accuracy Sensitivity Specificity

Group Lasso 0.824 0.767 0.758 0.770
SVM (linear) 0.805 0.791 0.485 0.902
SVM (RBF) 0.812 0.787 0.470 0.902
kNN 0.756 0.767 0.364 0.913
Decision tree 0.702 ± 0.000 0.755 ± 0.000 0.348 ± 0.000 0.902 ± 0.000
Random forest 0.793 ± 0.005 0.780 ± 0.008 0.378 ± 0.021 0.925 ± 0.008
MLP 0.826 ± 0.003 0.786 ± 0.005 0.484 ± 0.016 0.895 ± 0.007
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surface curvatures (MLN) and the peak velocity (Vmax) 
were among the most important variables for each of the 
three measures.

Aneurysm location was important both based on the 
weights of the SVM (the three most important features 
were anterior communicating artery (ACOM), posterior 
communicating artery (PCOM), and cavernous internal 
carotid artery (ICA-CAV) location) and the repeated cross-
validation for the lasso model (inclusion in 100% of the 
cross-validation models [7]). Continuous variables with 
large importance for the SVM and group lasso (> 0.7 of the 
respective metric) included MLN, volume-to-ostium ratio 
(VOR), aneurysm width (Awidth), and Vmax.

Based on the Gini importance obtained from the RF clas-
sifier, the ten most important variables were isoperimetric 
ratio (IPR), non-sphericity index (NSI), Gaussian surface 
curvature (GLN), size ratio (SizeR), position_ACOM, MLN, 
ellipticity index (EI), height-to-width ratio (HWR), and the 
two aspect ratios (AR and Aspect). The mean and standard 

deviation of the Gini importance for all the features are 
shown in Table 4 in Suppl. Material.

When comparing the variable importance rankings based 
on the three classifiers, SFDs were 686, 668, and 706 for 
group lasso vs. RF, RF vs. linear SVM, and linear SVM 
vs. group lasso, respectively. Based on the asymptotically 
normal distribution of SFD, these distances were smaller 
than the expected value of 767.67 given a simple chance 
model, but these differences were not significant (sd = 70.89, 
p values of 0.25, 0.16, and 0.38, respectively).

Discussion

The assessment of a patient’s aneurysm rupture risk is 
essential when deciding on treatment of incidental aneu-
rysms. While a plethora of risk factors has been suggested 
in the literature [21], only a few statistical models have 
been proposed for assessing the aneurysm rupture risk or 
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Fig. 1   ROC curves of different classifiers for training (left) and test data (right). The numbers in parentheses refer to the corresponding AUCs. 
DTree = decision tree

Table 4   Features with ten 
largest normalized weights of 
the linear SVM

Feature Normal-
ized 
weight

position_ACOM (anterior communicating artery) 1.00
position_PCOM (posterior communicating artery) 0.60
position_ICA-CAV (cavernous segment of internal carotid artery) − 0.46
MLN (mean surface curvature) 0.41
VOR (volume-to-ostium ratio) − 0.38
position_VA (vertebral artery) 0.37
Asize (aneurysm size) 0.36
position_ICA-BIF (bifurcation of the internal carotid artery) − 0.34
position_ICA-OPH (Internal carotid artery-ophthalmic segment) − 0.32
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discriminating between ruptured and unruptured aneu-
rysms [22–25]. The former do not include hemodynamic 
or morphological information [22, 23], whereas the latter 
are based on small sample sizes of less than 250 cases [24, 
25]. To address this issue, we recently developed a logis-
tic regression model for rupture status prediction based 
on a large patient cohort including various proposed risk 
factors from different domains (hemodynamics, morphol-
ogy, patient characteristics) [7]. This model achieved good 
results both in its internal and external validation [8]. The 
current study shows that the predictive performance of this 

logistic regression model was also comparable to most and 
better than some of the other ML classifiers.

Comparison of different classifiers

Overall, the discriminatory ability of the classifiers was 
similar for the MLP, group lasso model, linear SVM, RBF-
SVM, and the RF with AUC values between 0.79 and 0.83, 
and the largest AUCs for the MLP and group lasso model. 
The accuracy metrics were likewise similar, with the lin-
ear SVM achieving the largest value based on the given 
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The axes of the scatterplots show the rank of each feature based on 
the respective importance measure, where higher numbers refer to a 

larger importance. The most and least important features for both of 
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threshold for classification. Generally, all the trained clas-
sifiers except for the group lasso had a low sensitivity in 
the test data (between 0.35 for the decision tree and 0.49 
for the linear SVM). This finding could be explained by the 
unbalanced classes in the training data, where 492 of the 
1631 aneurysms were ruptured (30.17%). For evaluating 
an aneurysm’s rupture probability, it would be particularly 
important to have a statistical model with a high sensitivity 
since high-risk aneurysms that are falsely classified as hav-
ing a low risk of a future rupture present a hazard for the 
patient if leaving untreated. For improving the sensitivity of 
the classifiers, a different threshold of the continuous prob-
ability measure (see Table 1) could be applied, e.g., instead 
of taking the majority class of the leave in the decision tree, 
one could classify an aneurysm as ruptured already if 30% 
of the samples in the leave are ruptured.

The ROC curve of the group lasso model was signifi-
cantly different from the linear SVM, kNN, and decision 
tree, indicating a superior discriminatory ability compared 
to these three classifiers. It was not significantly different 
from the one of the SVM-RBF, RF, and MLP, implying a 
similar performance. Likewise, the confidence intervals of 
the computed AUCs were relatively large, suggesting that a 
larger test sample size would be needed for improving the 
estimation of the AUC.

Characteristics associated with ruptured 
and unruptured aneurysms

When looking at important variables for classifying an aneu-
rysm as ruptured or unruptured, both based on the weights 
of the linear SVM and the relative frequency of variable 
inclusion in the cross-validation models for the lasso model, 
the aneurysm location in the cerebral vasculature was par-
ticularly influential. This finding is consistent with the pre-
vious studies, assigning comparatively high rupture risks 
to aneurysms in the posterior circulation as well as ACOM 
aneurysms [23]. In accordance with that, the weights of the 
SVM were positive for the ACOM, PCOM, anterior cerebral 
artery (ACA), vertebral artery (VA), and BA-TIP, and nega-
tive for all other positions.

Interestingly, the Gini importance as an importance 
measure for the features of the RF was relatively low for all 
dummy features of aneurysm location except for the ACOM. 
One possible explanation for this observation could be that 
the nodes involving aneurysm location might have always 
split only a small subset of aneurysms located at that particu-
lar artery (see Fig. 1 in [7] for the distribution of aneurysms 
by location in the training set). This might have led in a 
low reduction of impurity of the nodes resulting overall in a 
small variable importance.

Among the continuous features, the mean surface curva-
ture (MLN), aneurysm width, volume-to-ostium ratio, and 

maximum velocity were frequently selected (lasso model) 
and had large weights (linear SVM). Of those, MLN and 
maximum velocity were also important based on the RF. 
Figure 3 illustrates four aneurysms whose values of their 
parameters had the largest distance from the separating 
hyperplane of the linear SVM. The two aneurysms at the 
left show the two aneurysms from the training data that were 
obviously classified as ruptured and unruptured, respectively. 
The two cases on the right display the same information 
for the test data. As can be seen from the figure as well as 
Table 5, the cases classified as unruptured were exposed to 
lower flows (lower Vmax), had a less complex shape (lower 
MLN), and were located at the internal carotid artery (ICA). 
They further had a high VOR, indicating that the large ratio 
of the aneurysm volume to the aneurysm neck decreased the 
probability of being ruptured. These findings are consistent 
with the previous ones based on the lasso model [7], which 
was also supported by the similarly high and low predicted 
probabilities of the lasso model for the four cases.

Interestingly, the only influential hemodynamic variable 
according to the lasso model and linear SVM was the maxi-
mum velocity, which was also the most important hemo-
dynamic variable based on the RF importance. Different 
hemodynamic variables have previously been associated 
with rupture [26]. The finding that mainly morphological 
features had large values of the defined variable importance 
metrics could potentially be explained by the association 
between hemodynamic and geometric variables, where 
hemodynamics both results from and influences geometry 
through biomechanical signaling mechanisms in the vessel 
wall [27].

At the same time, the computed SFDs showed that the 
feature importance rankings of the three classifiers were not 
“significantly similar”, indicating that a potential random-
ness of the agreement between rankings (e.g., for MLN and 
Vmax) cannot be excluded. This finding could possibly be 
explained by redundancy of the features, i.e., certain features 
containing similar information and not being ranked consist-
ently among the different classifiers. For example, for the 
RF, IPR was the most important variable, but one of the least 
important ones for the group lasso. IPR is largely linearly 
correlated to NSI (Pearson correlation coefficient of 0.99 in 
the training data), which could explain why IPR was rarely 
included in the group lasso cross-validation models. The 
observed importance of NSI for aneurysm rupture status dis-
crimination is consistent with the literature, where NSI has 
previously been associated with aneurysm rupture [28, 29].

Additionally, it is important to note that the definitions of 
“variable importance” using the group lasso, linear SVM, 
and RF were based on highly different metrics (relative 
frequency of inclusion in cross-validation models versus 
weights of trained classifier versus reduction of impurity 
when splitting sample at respective nodes). Since each of 
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the classifiers pursues a different “strategy” for classifica-
tion, a common value of “importance” for all the features is 
hence not to be expected. In contrast to the RF, both the lin-
ear SVM and the group lasso model assume linear relations 
between the independent and the dependent variable(s). This 
could also explain the differences in identified variables 
between the three classifiers, which becomes clear in Fig. 2.

The aspect of feature redundancy needs to be assessed 
more in future for yielding a better understanding of impor-
tant features for aneurysm rupture status discrimination.

Clinical aspects

The results show that the predictive performance of the 
“best” evaluated classifiers was comparable to the group 
lasso model. All but the linear SVM differ from the group 
lasso model by the fact that they do not assume linear 

associations between the features and the outcome. Further-
more, decision trees and RFs allow for taking interactions 
into account. The fact that different classifiers performed 
overall similarly indicates that for improving rupture assess-
ment based on statistical models further, additional informa-
tion might be needed. This hypothesis is further supported 
by the fact that none of the classifiers achieved an AUC 
close to 100%. Rupture of an aneurysm occurs when the 
forces exerted on the vessel wall exceed the vessel wall 
strength. Information about the vessel wall is not included 
in our current data and only indirectly taken into account by 
the morphological parameters assuming that the shape of 
the aneurysm is related to different properties of the vessel 
wall. Hence, it might be possible to improve the predictive 
performance of the model in future by including informa-
tion about the vessel wall, e.g., about its thickness, orienta-
tion of fibers, or inflammation. Additionally, some genetic 

Fig. 3   Illustration of aneurysms with largest distance from hyper-
plane of linear SVM. The top and bottom row show the wall shear 
stress distribution and streamlines, respectively, at half of the cardiac 

cycle. The two aneurysms at the left are cases from the training data, 
while the two aneurysms at the right are test cases. Selected param-
eter values of the four cases are shown in Table 5

Table 5   Characteristics of 
aneurysms illustrated in Fig. 3

Case Rup-
ture 
Status

Clas-
sification 
SVM

Position MLN VOR Asize Vmax Predicted probability 
group lasso model

a R R ACOM 0.442824 0.549904 0.766406 282.374 0.9809
b U U ICA-CAV 0.36357 0.928894 1.55401 51.5257 0.0025
c R R ACOM 0.449617 0.867911 1.03828 56.1019 0.9121
d U U ICA-OPH 0.389818 3.99754 1.68195 46.7027 0.0154
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risk factors have been identified whose incorporation might 
also improve the rupture assessment [30]. Finally, clinical 
parameters like hypertension have been associated with an 
increased risk of hemorrhagic stroke and were not included 
in our models [23].

The presented results justify the use of the group lasso 
model for aneurysm rupture assessment. Compared to the 
other classifiers, it has the advantage that its coefficients can 
be interpreted in an easier way compared to, e.g., the MLP 
or trained RF. At the same time, different settings of MLPs 
could be explored more in future to potentially improve its 
current predictive performance.

Limitations

The data that were used for training and evaluation of the 
ML classifiers as well as the group lasso model are sub-
ject to a selection bias [7, 8]. Only aneurysms of patients 
that underwent angiographic imaging were included in the 
study. Hence patients who died of an aneurysm rupture 
before reaching the hospital as well as those undergoing 
only computed tomography angiography (CTA) or magnetic 
resonance angiography (MRA) were not part of the study 
population.

The differences in the performance of the classifiers could 
be in part explained by overfitting (especially for the RF). 
At the same time, the training and test data were obtained 
from different populations (USA vs. European), and the 
vessel lumen segmentation of the 3DRA images as a first 
step for the CFD simulations was performed by independ-
ent researchers using a different approach compared to the 
segmentation of the training data (see [8] for details). These 
differences could also have contributed to the slightly poorer 
performance of the lasso, MLP, and SVM models in the test 
data.

For assessing the performance of a neural network for the 
aneurysm rupture status classification problem, a MLP with 
a pre-defined configuration [24] was trained. Alternatively, 
a deep neural network (DNN) could have been considered. 
When exploring this option and training a DNN with four 
hidden layers having 100 neurons each, the DNN was largely 
overfit with an AUC of 1 (CI [1,1]) in the training and 0.708 
(CI [0.6631,0.8016]) in the test data. These results indicate 
that more data might be needed and other configurations 
should be considered to achieve an accurate prediction with 
a DNN, which will be part of future work.

As previously discussed [7], the lasso model as well as the 
trained ML classifiers were trained and evaluated in cross-
sectional data. The lasso model yields the predicted probabil-
ity of an aneurysm being ruptured. Using the model for risk 
assessment of a future aneurysm rupture is thus based on the 
assumption that aneurysms with a high rupture risk resemble 
those that have already ruptured, which needs to be confirmed. 

To that aim, the evaluation of the model with longitudinal data 
is planned in future. Furthermore, an eventual translation of 
the model into clinical practice would require providing physi-
cians with a tool to apply the model, which will also be part 
of future work.

Conclusions

The predictive performance of the trained ML classifiers over-
all was comparable to the group lasso model, with only the 
MLP (not significantly) outperforming the lasso model. This 
finding justifies the consideration of the sparse logistic regres-
sion model for aneurysm risk assessment. It also indicates that 
for further improvement of the model, additional information 
about the aneurysm and patient may be needed. According to 
the trained classifiers, ruptured aneurysms are characterized 
by a more complex shape and stronger flows. Additionally, 
aneurysms at certain locations like the ACOM or PCOM have 
a higher chance of being ruptured.

Future work aims at assessing the incorporation of other 
variables such as aneurysm vessel wall enhancement. Further-
more, an evaluation of the model with longitudinal data is 
planned.
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